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Abstract 

Power exhaust is one of the most crucial requirements for future fusion reactors, like ITER. It is widely recognized that 
impurity injection is needed to significantly reduce the heat load to the divertor plates. By controlled injection of light 
impurities, the compatibility of high confinement core plasma with strong radiative divertor has been successfully 
demonstrated in many tokamaks. However, the core impurity contamination was high (Zef t.~ 3) compared to the value 
required for ITER (Zef ~ < 1.6). Therefore, a scheme for impurity retention in the divertor region should be established for 
fusion research. This paper reviews the recent progress in experiments and simulations which have been made for the 
purpose of understanding impurity transport in divertors. The issues contained in the paper are impurity generation, shielding 
and cross field diffusion. As for the impurity generation, chemical sputtering and wall source are discussed with emphasis on 
the characteristics of their transport and shielding. Impurity control with plasma flow induced by gas puffing and divertor 
pumping, and adequately designed divertor geometry is also presented. 
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1. Introduction 

Impurity control is one of the most crucial requirements 
for future fusion reactors, like ITER. Excessive impurity 
content in the main plasma degrades energy confinement 
due to impurity radiation and reduces the fusion power due 
to fuel dilution. For this reason, in the main plasma, low 
impurity concentration must be maintained. On the other 
hand, impurity radiation at the plasma edge and in the 
divertor region is very effective in reducing the heat load 
onto the divertor plates. In ITER, 100 MW must be 
radiated in the divertor region [1]. Therefore, a scheme for 
impurity retention in the divertor region should be estab- 
lished for fusion research. This paper reviews the recent 
progress in experiments and simulations which have been 
carried out for the purpose of impurity control. 

By means of strong gas puffing and introduction of 
light impurities, the compatibility of high confinement core 
plasma (H-mode) with strong radiative divertor has been 
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demonstrated in DIII-D [2], JET [3] and Alcator C-mod [4]. 
A completely detached divertor has been attained in AS- 
DEX-Upgrade H-mode [5]. In negative shear discharges in 
JT-60U, the detached divertor has been recently achieved 
for 1.8 s by neon gas puffing with the internal transport 
barrier sustained [6]. Impurity injection plays an essential 
role in achieving of high confinement core plasmas with 
the radiative divertor. However, applying the impurity 
injection scenario to ITER would confront a serious prob- 
lem, i.e., high impurity concentration in the core plasma. 
Fig. 1 shows a typical discharge with detached radiative 
divertor in JET [7]. The divertor radiation was enhanced by 
deuterium gas puffing and introduction of nitrogen impuri- 
ties. The divertor plasma was detached fully from the 
target plate after t =  16.6 s. At this time the radiated 
power fraction rose to about 85% of the input power. This 
fraction is sufficient for heat exhaust in ITER. The achieved 
H-factor was 1.5, which is barely sufficient for ITER 
confinement. However, the core impurity contamination 
was high (Zet-t-~ 3) compared to the value required for 
ITER (Zet- ,- < 1.6) [1]. 

To achieve sufficiently low core impurity content and 
sufficiently high divertor impurity density simultaneously, 
a scheme for impurity retention in the divertor region 
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Fig. 1. Detached radiative divertor plasma achieved by nitrogen 
puff. Time evolution of total input power (Ptot), divertor radiation 
(Prad), bulk radiation (Pbu]k), ion saturation current at the targets 
(l~at), D~ emission, confinement enhancement factor relative to 
the ITER89-P L-mode scaling (H-factor), neutron yield, line 
averaged plasma density (fie), effective charge (Zeff), deuterium 
puff rate (~ (D2)), and nitrogen puff rate (~  (N2)). The ion 
saturation current indicated that the divertor plasma was detached 
fully from the target plate after t = 16.6 s (taken from JET 
experiments [7]). 

should be established. Understanding of impurity transport 
is indispensable for this achievement. Impurity transport 
involves various physical processes, as shown in Fig. 2. 
The issues to be addressed in impurity study are source, 
shielding and cross-field diffusion. 

This review paper is organized as follows. In Section 2, 
representative simulation codes are introduced and the 
assumptions widely used in fluid codes are discussed. 
Impurity production is reviewed in Section 3, and shield- 
ing and cross-field diffusion are discussed in Section 4. 
Impurity control by gas puffing and divertor pumping, and 
optimization of divertor geometry for impurity shielding 
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Fig. 2. Physical processes to be addressed in impurity study. 

are presented in Section 5, and conclusions are summa- 
rized in Section 6. 

2. Simulat ion code 

Both the impurity transport and the SOL plasma trans- 
port are strongly coupled with each other through the force 
acting on impurity ions and radiation loss. This interaction 
determines the impurity density profile, which is highly 
asymmetric in the poloidal plane. Since in most of the 
diagnostics for impurity study, such as spectrometer and 
bolometer, line-integrated quantities are measured, some 
information on impurity distribution is missing in these 
measurements. Flow velocity and temperature in the SOL 
strongly influences impurity transport, but there are few 
measurements of such plasma parameter so far. Hence 
'missing profile data' on both the background plasma 
parameters and the impurity distribution must be supple- 
mented by simulation code. 

However, the diagnostics has been developed remark- 
ably in the last two years: Measurements of flow velocity 
with Mach probe on TdeV [8] and Alcator C-mod [9], and 
2D measurements of electron temperature and density with 
Thomson scattering system in the divertor on DIII-D [10] 
has been made. In many tokamaks, 2D radiation profile 
has been constructed from multi-channel bolometer signals 
by using a tomographic techniques [2,4,11,12], as well as 
2D emission profiles of impurities from spectroscopic 
measurement [13,14]. Furthermore, DIII-D has recently 
developed the capability to produce 2D distribution of 
impurities in the poloidal plane with an extensive set of 
divertor measurements [15]. Such 2D profiles will provide 
us useful information to understand impurity transport; 
nevertheless, data obtained with a tomographic algorithm 
contains some uncertainty and are limited for special charge 
state. Not all plasma parameters are directly measured. 
Therefore, simulation is still necessary for interpretation of 
the line integrated quantities or for the 'missing profile 
data'. In addition, simulation analysis make it possible to 
clarify the complicated interactions between the plasma 
and impurities. Thus simulation analysis plays an essential 
role in understanding impurity behavior in the divertor. 

Simulation codes are classified into fluid codes and 
Monte Carlo codes. They are summarized in a review 
paper by Stangeby [16]. An early analysis was performed 
on ASDEX by a ID parallel flow code [17,18], and then a 
number of 2D multi-fluid divertor codes have been devel- 
oped, e.g., B2 [19], EDgE2D [20], UEDgE [21], DDIC [22] 
and UEDA [23]. In these codes, impurity transport is 
solved simultaneously with background plasma transport 
under realistic divertor configurations. The recent analysis 
results with such fluid codes are described in a review 
paper by Loarte [24]. A Monte Carlo impurity transport 
code was pioneered by Sengoku et al. [25]. It has been 
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followed by Brooks, who has developed REDEP [26] and 
ZTRANS [27]. Recently elaborate Monte Carlo codes have 
been developed for the interpretation of impurity behavior 
in the divertor, e.g., DIVIMP [28], IMPMC [29] and MCI 
[30]. In Monte Carlo codes, the background plasma param- 
eters are frequently specified with interpretative simple 
divertor codes named 'Onion-Skin model' [28,31-33], in 
order to take full advantage of experimental data available. 
In the Onion-Skin model, fluid equations along the field 
line in each flux tube are solved numerically with experi- 
mental boundary conditions at the plates, (i.e., Langmuir 
probe data). Since recent improvements in 2D divertor 
codes can satisfactorily reproduce most of experimental 
measurements in the SOL, the profiles calculated with the 
UEDGE code are used as the background plasma in the 
MCI code. The DIVIMP code can also use background 
plasma parameters calculated with the EDGE2D code. 

Though Monte Carlo codes have a disadvantage of long 
computational time, they have two advantages for impurity 
modelling. First, one can take into account the parallel 
motion and various collisional effects, such as ionization, 
recombination and Coulomb scattering with the back- 
ground particles, correctly and simultaneously. Second, 
one can model impurity generation and interactions be- 
tween impurities and walls in a realistic geometry. In these 
respects, Monte Carlo models are superior to fluid models, 
in which high collisionality are implicitly assumed. This 
assumption in a fluid model is not always appropriate, 
especially for impurities with low charge states, whose 
ionization time or transit time for the parallel motion is 
shorter than the collision time with the plasma. 
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Fig. 3. (a) Geometry used in the ID-Monte Carlo simulations. The 
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Fig. 4. (a) Calculated impurity density along the field lines at 
t = 0.2 ms. Bold line represents the density calculated with the 
normal model, thin line represents the density calculated with the 
assumption that C + ions are thermalized instantaneously at t = 0. 
(b) Time evolution of fraction of particles which move beyond the 
X-point. The ionization state is taken to be fixed throughout each 
calculation for C + and C 4+ ions. 

Using a 1D-Monte Carlo code, therefore, we check two 
assumptions widely used in fluid codes: Instantaneous 
thermalization of impurity ions (Tim p = T i) and simplified 
evaluation of self-sputtering outflux. The physical pro- 
cesses included in the code are the same as those of the 
IMPMC code [29]. A simple impurity generation model is 
employed instead of the Thompson model [34], which 
determines the distributions of angle and velocity of sput- 
tered neutrals. The carbon impurities are sputtered at 10 
eV and in the normal direction to the plate. They are 
assumed to be ionized at some specified distance from the 
plate (Aio n = 1.4 cm). The geometry used in the following 
simulations is illustrated in Fig. 3(a). The width of SOL is 
4 cm and the plasma parameters vary along magnetic field 
lines as shown in Fig. 3(b). For simplicity, the divertor 
plasma is assumed to be radially uniform. The electron 
density at the plate is ned = 4 X l 0 1 9  m - 3  and the electron 
and ion temperatures are Ted = Tid = 30 eV. These parame- 
ters correspond to divertor plasmas at intermediate density 
ranges in JT-60U and JET. Twenty thousand test particles 
are placed at the point shown by an arrow, and they are 
followed until they hit the plate or wall or enter the main 
plasma. The penetration probability (P )  is defined as the 
ratio of the number of particles entering the main plasma 
to the number of the total test particles. Fig. 4(a) shows the 
calculated impurity density along the field lines at 0.2 ms. 
The bold line represents the density calculated with the 
normal model, in which the thermalization process is 
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simulated by the Monte Carlo method. On the other hand, 
the thin line represents the density calculated with the 
assumption that C + ions are thermalized instantaneously at 
t = 0. The density profile is spread towards the upstream in 
case of the instantaneous thermalization. As a result, the 
probability of penetration into the main plasma is en- 
hanced from 2.2% to 3.1%. The applicability of this 
assumption is examined separately for various ionization 
states. The ionization state is taken to be fixed throughout 
each calculation. Fig. 4(b) shows the time evolution of the 
fraction of particles which move beyond the X-point for 
C + and C 4+. The result indicates that the assumption of 
Tim p = T i can not be applied for C + ions, while it is a 
good assumption tor C a+ ions due to their short thermal- 
ization time (the collision frequency c~ Z2), as expected. 

In the fluid model, self-sputtering outflux is evaluated 
as follows. The impurities are originally sputtered from the 
plate by deuterium physical sputtering. Its outflux is evalu- 
ated by F o = YonDCs, where YD is the physical sputtering 
yield by deuterium ions [35], and C s is the sound speed. 
The sputtered neutrals are ionized and most of them return 
to the plate by the friction force with background ions. 
These impurities cause sputtering with the initial self- 
sputtered flux of F0fY c, where f is the fraction of sput- 
tered impurities returning to the plate and Yc(Ec) is the 
sputtering yield. The dependence of Yc on the incident 
energy E c is given in Ref. [35]. The incident energy of 
impurity ions is assumed as follows: 

E~imple 5 I 2 
= 2 T  i + ~ m l C  s + eZ4,s. (1) 

The second term in RHS means that impurity ions are 
assumed to acquire a flow velocity equal to that of the 
background plasma due to the friction force. This physical 
picture is incorrect for low charge state ions, as shown 
below. The third term represents the acceleration due to 
the sheath potential ~b s = 3Tea. Usually, f is taken to be 1 
in the simple estimation, although f <  1 in the real situa- 
tion. Self-sputtered impurities of the first generation also 
return to the plate and cause sputtering with the second 
self-sputtered flux o f  Fof2Yg, and so on. Thus the net 
outflux of self-sputtering is approximately evaluated by 

/.sell = F o f Y c / ( l  - f Y c ) "  (2) 

On the other hand, the self-sputtering process can be 
treated self-consistently in the Monte Carlo code where the 
impurity ion dynamics are taken into account. The differ- 
ence in the incident energy and the outflux between the 
simple evaluation and Monte Carlo calculation are listed in 
Table 1 for the same plasma parameters as in Fig. 3. The 
incident energy is expressed in the unit of eV. For the case 
that neutral particles are ionized close to the plate (Aio n = 
0.4 cm), the difference becomes large. It is found that the 
incident energy of C ÷ and C 2+ is overestimated in the 
fluid code, and that this leads to overestimation of the total 
self sputtering outflux by a factor of 1.2 or 1.7, depending 
on the ionization position. Furthermore, these factors are 

Table 1 
Comparison of averaged incident energy (E 0) of ions hitting the 
target plate and resultant outflux ( F )  due to self-sputtering be- 
tween the simple evaluation used in fluid codes and Monte Carlo 
calculation 

C + C 2+ C 3 +  C 4 +  

(a) Aio n = 1.4 cm 
Fraction < 0.1% 1 2 . 2 %  66.0% 21.8% 
Eo(F)/Eo(MC) 387/232 484/338 586/473 687/589 
F(F)/F(MC) 1.9 1.4 1.2 I. l 

(b) Ai,,, ~ = 0.4 cm 
Fraction 3.9% 47.3% 44.6% 4. 1% 
E0(F)/E0(MC) 387/118 484/273 586/439 687/578 
F(F)/F(MC) 5.2 1.8 1.3 1.1 

enhanced when the angular dependence of incident ions 
onto the plate and the fraction of f <  1 are taken into 
account. In the low density divertor plasma, the simple 
estimation evaluates a flux 5 -6  times higher than that 
calculated with a Monte Carlo code [29]. It should be 
noted that in the high density plasma, C 2+ ions become 
dominant in ions returning to the plate, which can hardly 
be treated by a fluid model with accuracy. These results 
indicate that the Monte Carlo approach is indispensable for 
an accurate analysis of self-sputtering. 

3. I m p u r i t y  p r o d u c t i o n  

In large and medium-sized tokamaks, high plasma per- 
formance has been achieved by application of low Z 
materials, such as carbon and beryllium to the divertor 
plates and /o r  walls. In addition, various techniques of 
wall conditioning, e.g., Taylor-type discharge cleaning 
(TDC), glow discharge cleaning (GDC) and boronization, 
have been extensively developed to significantly reduce 
oxygen impurities [36]. As a result, carbon, which is the 
material of the divertor plates, has become the major 
impurity in most of the present tokamaks. Therefore, the 
focus of this section is on the carbon production mecha- 
nism. Various production mechanisms of light impurities 
are described comprehensively in recent review papers by 
Pitcher and Stangeby [37], and by Davis and Haasz [38] 
and in the textbook edited by Hofer and Roth [39]. In this 
section, we discuss chemical sputtering and wall source, 
with emphasis on their characteristics of transport and 
shielding. 

3.1. Chemical sputtering 

In the JT-60U tokamak, the carbon outflux from the 
divertor plates was estimated according to the expressions 
of Eqs. (1) and (2) using T e and n~ measured with 
Langmuir probes. From the comparison with the spectro- 
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Fig. 5. Mechanism to explain existence of C + ions near the 
X-point. 

scopic measurement of C II line, it was concluded that in 
the neutral beam heated plasmas at low and intermediate 
densities, carbon impurities are generated mainly by the 
physical sputtering by deuterium ions and self-sputtering 
[40,41]. This conclusion has been reconfirmed by the 
simulation analysis with the IMPMC code [29]. 

In discharges with strong gas-puffing, however, a 
change in the C II line radiation profile was observed [42]. 
The profile showed two peaks at the separatrix strike 
points in a low density phase. The peaks started to de- 
crease with increasing plasma density due to gas-puffing, 
while the intensity between the strike points started to 
increase. The peaks finally moved away from the strike 
points to the neighborhood of the X-point, followed by the 
occurrence of a MARFE. The intensity measured in the 
private region indicates that C + ions exist near the X-point 
even in the attached plasma with temperature above 10 eV. 
However, a simple consideration for the penetration length 
shows that carbon released from the divertor plates are 
ionized to C 3+ or C 4+ ions before they reach near the 
X-point. The simulation calculated with the IMPMC code 
also showed that the contribution of physical sputtering to 
the C II line radiation was negligibly small near the 
X-point (see Fig. 6). 

Then how can C + ions approach the X-point? Fig. 5 
illustrates this mechanism [43]. In high density and low 
temperature divertor plasmas, the charge exchange process 
becomes dominant in the neutral transport and the influx 
of neutrals to the wall increases with plasma density. The 
incident energy of neutral particles is small because of no 
acceleration due to sheath potential. The mean incident 
energy is about 20 eV on the divertor plates and 50 eV on 
the private wall [43], which is less than the threshold 
energy for physical sputtering. On the other hand, chemi- 
cal sputtering has no threshold energy and the yield is 
fairly high at low incident energy (typically ~ 0.05 at the 
plate temperature < 1000°C) [35,44]. The neutral particles 
hitting the divertor plate or wall cause chemical sputtering. 
Methane sputtered from the private wall is dissociated or 
ionized in the private region where the cold and thin 
plasma exists near the separatrix. Carbon originating from 
methane easily enters the main plasma since shielding is 

less effective there. As a result, the C II line intensity near 
the X-point increases. 

On the basis of this physical mechanism, the simulation 
analysis has been carried out with IMPMC, in which the 
dissociation process of methane and the dynamics of disso- 
ciation products, such as CD] ,  CD 3 and CD~, are in- 
cluded. The dissociation time of methane to C ÷ ion is 
much longer than the ionization time of carbon atom by a 
factor of 10, in a uniform plasma with n e = ] X 1019 m -3, 
T~ = 20 eV [45]. However, the penetration length of C ÷ 
ions dissociated from methane is shorter than that of 
carbon because of small emission energy at the wall 
temperature (typically ~ 0.05 eV) compared with the en- 
ergy of physical sputtering (average energy 10 eV). A 
pioneering work on such transport of methane was carried 
out by Langer [46], followed by Behringer [47]. The rate 
coefficients for dissociation processes were extensively 
compiled by Ehrhardt and Langer [48]. Fig. 6 shows the C 
II line intensity profiles calculated with the [MPMC code 
compared with measurements in JT-60U [43]. A good 
agreement with measurement was obtained by including 
chemical sputtering. It should be noted that there is a large 
scatter in laboratory data of chemical sputtering yield [38], 
and that the reaction rates of methane breakup contain 
uncertainties [48]. There also exits some uncertainty in the 
parameters of the thin plasma diffusing through the separa- 
trix surface into the private region. In spite of such uncer- 
tainties, the conclusion is unchanged: Only chemically 
sputtered carbons due to neutral particles from the private 
wall can contribute to the C II line intensities near the 
X-point. 
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Fig. 6. Calculated profile of C II line intensity in the divertor area 
for a low density plasma (a) and for a high density plasma (b). 
The measured profile is plotted with closed circles. The arrows 
indicate the positions of the separatrix hit points. The experimen- 
tally measured intensity near the X-point cannot be explained 
without chemical sputtering (taken from JT-60U simulations with 
IMPMC [43]). 
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Note that the C II intensity of chemical sputtering from 
the divertor plates is small compared to that from the 
private wall, although the amount of sputtered methane 
from the plates (typically, 1-2 × 102t m -e s - j )  is much 
higher than that from the private wall (0.2-0.4 × 1021 
m 2 s t). This is due to the difference in the generation 
rate of C + ions from methane, which strongly depends on 
the location of sputtering. Only 10% of methane released 
from the target plates can become C + ions. The methane 
molecules dissociate at the vicinity of the plates (typically 
within <1  ram) and the molecular fragments quickly 
return to the plates through the diffusion process. Addi- 
tionally, some of the remaining neutral hydrocarbons re- 
turn to the plate or wall with some probability (typically 
~ 0.5) by randomization of its velocity at neutralization. 
In contrast, a half of methane released from the wall is 
dissociated to C + ions finally, since they are dissociated 
away from the target plates. These carbon impurities pene- 
trate into the upstream and the main plasma, and enhance 
the radiation there. This enhanced radiation near the X- 
point could trigger a MARFE. To reduce the radiation near 
the X-point, it is necessary to drop the neutral flux onto the 
wall. One method is to close the private region with a 
dome-like structure. Its effect on impurity shielding will be 
discussed in Section 5.4. 

The carbon production in JET was analyzed with the 
DIVIMP code [49]. The dissociation process of methane 
was not simulated. Instead of methane, slow carbon atoms 
were emitted from the target plate with an amount of 
methane chemically sputtered by D + ions. The C II inten- 
sity calculated with chemical sputtering was too high 
compared with the measurement. From this result, how- 
ever, it cannot be concluded that chemical sputtering is 
ineffective, because in this calculation the fraction of 
methane breakup to produce C + ions was implicitly as- 
sumed to be 1.0. From the comparison with the measure- 
ment, the fraction was estimated to be 10%. This low 
efficiency of producing carbon ions from methane is con- 
sistent with that found in the IMPMC simulation. The 
calculated C |I radiation profile disagreed with measure- 
ment in the private region and away from the hit points, 
which may indicate the existence of methane sputtered by 
neutral particles. Using the DIVIMP code including such 
impurity source, the carbon production and the net erosion 
were simulated with the most recent chemical sputtering 
data. The analysis results showed that the efficiency of 
producing carbon ions from methane was around 20% at 
the target and that the gross erosion was reduced signifi- 
cantly due to redeposition [50]. The simulation with the 
EDGE2D fluid code was also carried out for high density 
divertor plasmas [51,52]. Instead of physical sputtering, 
carbon was assumed to be sputtered uniformly from the 
divertor plates to match the bolometer measurement. A 
good agreement was obtained in the case of a yield being 
set as 0.2%. This yield greatly exceeds that of physical 
sputtering but is smaller than that of chemical sputtering 
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Fig. 7. C II line intensity profile measured radially across the 
outer target plate. Bold line represents C ii intensity in a deu- 
terium discharge, and thin line represents C II intensity in a He 
discharge (taken from ASDEX-U experiments [54]). 

(2-5%) by a factor of 10 or more. Again, it is considered 
that this factor corresponds to the efficiency of producing 
carbon ions from methane. 

An extensive experimental study for molecular impuri- 
ties has been carried out in ASDEX-U [53,54]. For stan- 
dard ohmic discharges, the DIVIMP simulations showed 
that physical sputtering alone could not explain the C II 
line intensity observed in the private region [55]. The 
source with low energy, possibly caused by chemical 
sputtering turned out to exist. In a completely detached 
divertor plasma, where the plate temperature was too low 
for physical sputtering, the C II line intensity was observed 
to be strong near the X-point [56]. It was concluded that 
chemical sputtering from the wall due to low energy 
neutral particles was the major cause of the carbon produc- 
tion in the CDH-mode plasma. A more direct evidence for 
chemical sputtering was obtained from comparison of He 
and deuterium discharges [54]. In He discharges where 
chemical sputtering does not occur, the C II radiation 
profile in the private region certainly shrinks as shown in 
Fig. 7. And little difference in the C II profile near the 
separatrix hit points was observed. This fact confirms 
again that the efficiency of producing carbon ions from 
methane is small at the plates. A reasonable agreement 
between the measured bolometer and simulation with the 
B2-EIRENE code was obtained for the CDH-mode plasma 
[57]. Although the dissociation process of methane was 
modeled similarly to the IMPMC code, the chemical sput- 
tering yield had to be lowered by a factor of > 10 in order 
to avoid a radiation collapse. Chemical sputtering yields 
was set to be 0.02 at the wall and < 0.002 at the target 
plates. Since the plasma temperature is too low ( < 5 eV), 
the methane molecules could dissociate at the place some- 
what far from the target plates, increasing the efficiency of 
producing carbon from methane. Therefore, the methane 
sputtered from the target plate would contribute to the 
divertor radiation significantly, unlike the JT-60U result. 

3.2. Wall source and impurity puffing 

Analysis with the DIVIMP code demonstrated the im- 
portance of wall source in ohmic JET discharges [58]. Fig. 
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Fig. 8. Comparison of C 11 line intensity between the measured 
(closed circle) and calculated profiles for target source only 
(broken line), and for target source and wall source (solid line). 
Simulation analysis indicated the existence of wall source (taken 
from JET simulations with DIVIMP [58]). 

difficult to distinguish the screening effect of the SOL 
against the wall source. 

In Alcator C-mod, the screening process was studied 
using impurity injection of argon and nitrogen [63,64], 
with which the impurity source was controlled indepen- 
dently of the production process. For a non-recycling 
impurity (e.g., methane, nitrogen), the core impurity con- 
tent is determined by the balance between the influx and 
the loss rates associated with the flow to the target. In fact, 
the total number of impurities in the main plasma was 
found to be proportional to the impurity injection rate. It 
was also found that the fueling efficiency, defined as the 
impurity number in the main plasma normalized to the 
influx, decreased with increasing plasma density until the 
plasma detached from the target. The screening was signif- 
icantly reduced in the detached plasma. It was confirmed 
that the screening due to a high density and high tempera- 
ture SOL is important to reduce the impurity content in the 
main plasma. The screening in the SOL of the limiter 
discharges was also discussed in a review paper by Mon- 
tier-Garbet [65]. 

8 shows the comparison of C II line radiation between 
measurement and calculations. The dashed line represents 
the calculated profile including only the target source, i.e., 
physical sputtering and self-sputtering. The profile near the 
target agrees well with the measurement. However, the tail 
observed away from the inner target cannot be explained 
by the target source only. Assuming a wall source, the tails 
seen on both C II and C IV line intensity profiles were 
reproduced. The wall source was assumed to exist along 
the inner wall extending as far as the midplane (bold line 
in Fig. 8). The bombardment of charge exchange neutrals 
is considered to be the cause of the wall source. Although 
the total wall source amounted to only 25% of the target 
source, it contributes about 40-45% of the core impurity 
content because of penetration probability larger than the 
target source by a factor of ~ 3. In Alcator C-mod, the 
contribution of the wall source to the central impurity 
content is larger than that of the divertor source by a factor 
of 3 [59]. This is caused by the penetration probability for 
the wall source which is roughly 10 times larger than that 
for the divertor source. Hence the wall source must be 
reduced in order to improve the core plasma purity. 

In early DIII-D VH-mode experiments, it was reported 
that impurity accumulation during the VH-mode was not 
observed in contrast to the ELM-free H-mode. This was 
attributed to screening by a thick SOL [60]. However, 
more recent data from improved impurity diagnostics 
showed a continual influx of carbon, the dominant impu- 
rity, that was at least as large as during ELM-free H-mode 
[61]. (Furthermore, a thick SOL was not usually present 
during VH-mode [62].) Since the intrinsic impurities are 
generated from the target as well as from the wall, it is 

4. Impurity shielding and cross field diffusion 

The impurity contamination in the main plasma is 
determined by production, transport in the SOL, and trans- 
port in the main plasma. In this section, the second issue 
(i.e., the parallel motion of impurity ions and the cross 
field diffusion in the SOL) is addressed. The parallel force 
acting on an impurity ion consists of the electric force, the 
friction force and the thermal force with the background 
plasma: 

dC'zll = F z = ZeEII + m I Vz( ) ml ~l VII- c'zll 

o L o~ 
+ C~z O----s- +/3Z&Js ' (3)  

where Z is the charge number, Ell is the electric field 
parallel to the field line, VII is the plasma flow velocity 
parallel to the field line and v z is the impurity-ion colli- 
sion frequency. The coefficients of thermal force, ~z  and 
/3 z, described in Ref. [17], are close to 0.71Z 2 and 2Z 2, 
respectively, under the approximation of rn I >> rn i. In fluid 
codes, the impurity pressure gradient force, - n  z lOpz/OS 

(n z and Pz are impurity density and pressure, respec- 
tively) is added to RHS of Eq. (3). In Monte Carlo codes, 
the pressure gradient force is not included explicitly in the 
equation of motion, because it results from random veloci- 
ties of individual particles. 

Normally, the friction force and the electric force push 
impurity ions to the target plate. In high recycling divertor 
plasma, however, flow reversal appears in some region and 
may entrain impurity ions towards the upstream. The 
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Fig. 9. Parallel forces acting on impurity ions along a magnetic 
field line. They are calculated using plasma parameters shown in 
Fig. 3. Note that such force balance strongly depends on the 
divertor characteristics. 

collision frequency with the background plasma in the 
downstream (colder region) is higher than that in the 
upstream (hotter region) because of the temperature depen- 
dence of Coulomb collision ( u ~  T 3/2). As a result, the 
force by plasma ions coming from the downstream is 
stronger than that from the upstream. The resultant force 
(i.e., the thermal force) pushes the impurity ions to the 
upstream. Impurity retention in divertor is determined by 
the balance of these forces on impurities. The ion tempera- 
ture gradient is higher than that of electron (see Fig. 3) due 
to the mass dependence of the parallel conductivity ( XI I cx 
m-L/2),  provided that the heat fluxes across the separatrix 
are not so different between ion and electron channels. 
Thus the ion thermal force is larger than the electron 
thermal force and the electric force. Although strongly 
depending on the divertor characteristics, the force balance 
is demonstrated in Fig. 9 to draw a rough picture about 
impurity retention. The plasma parameters are those shown 
in Fig. 3. Note that the net force pushes the impurity ions 
toward the core plasma everywhere except the vicinity of 
the target plate. What is worse, in the high recycling 
divertor plasma, the gradient of T i increases and flow 
velocity in the upstream decreases. Therefore, the en- 
hanced friction force which overcomes the thermal force is 
required to suppress the core impurity contamination. The 
methods to increase the plasma flow will be discussed in 
the next section. 

Impurity retention is very much complicated because 
the forces on impurities strongly depend on the plasma 
parameters, which significantly vary in the SOL, (espe- 
cially gradient of temperature). A simple prescription for 
impurity retention, even if it is a rough estimation, would 
be very useful in predicting the plasma condition required 
to retain impurities, although it is not easy to accomplish 
this task. The first attempt has been made by Stangeby and 
Elder [66,67]. From a 1D fluid theory with simplified 
assumptions, a simple analytic description was derived. 
The leakage flux out of the divertor was found to vary as 
exp ( - C / T  2)  where T d is the plasma ion temperature at 
the target. The threshold temperature Td thr at which the 
leakage flux becomes significant was found to vary as 
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Fig. 10. Comparison between measured C IV intensity profile in 
the divertor area (closed circles) and the calculated profiles with 
thermal force turned on (solid line) and with thermal force turned 
off (broken line). The presence of thermal force was clearly 
demonstrated (taken from simulations of a JT-60U low density 
plasma with IMPMC [29,70]). 

Td thr (3C (neAi) I/2 where A i is the characteristic scale length 
of hydrogen ionization. These predictions were examined 
by using the DIVIMP code. A close agreement was found 
for plasma conditions that are strongly collisional, but for 
weaker collisionality the prediction is found to overesti- 
mate leakage. 

For the predicted forces acting on impurities similarly 
to Fig. 9, neon impurity transport in the DIII-D tokamak 
was simulated [68] with a 1D fluid model, NEWT1D [69]. 
When the impurity was injected where the thermal force 
dominated, neon was found to build up above the X-point. 
Both the Stangeby criteria and this result clearly indicate 
that the impurity shielding strongly depends on the ioniza- 
tion location of impurity neutrals. 

The effect of parallel forces on shielding was investi- 
gated experimentally for a low density plasma of JT-60U 
[29,70]. The impurity production was successfully repro- 
duced by deuterium physical sputtering and self-sputtering 
(see Fig. 6(a)), which enabled investigation of impurity 
transport. As shown in Fig. 10, the comparison between 
the measured C IV intensity profile and the profile calcu- 
lated with the IMPMC code was made. When the thermal 
force was turned off in the simulations, the calculated 
intensity was significantly reduced. Thus the presence of 
thermal force was confirmed experimentally. The effect of 
the forces on the penetration probability is listed in Table 
2. When all forces are active, 17% of test particles is found 

Table 2 
Effect of parallel forces on impurity shielding. Probability of 
penetration into the main plasma is strongly enhanced by the 
thermal force (taken from simulations of a JT-60U low density 
plasma with IMPMC [29]) 

Case Probability 

All force 17% 
W/O thermal force < 1% 
W/O electric force 23% 
W/O friction force 47% 
All force assuming T i = T~ < 1% 
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to enter the main plasma, which is much higher compared 
with the 1D simple case ( ~  2%) shown in Fig. 3. Since 
impurity neutrals are ionized far from the target plate in 
this case, many ions are pushed towards the upstream by 
the thermal force. In fact, when the thermal force is turned 
off, the probability is reduced to less than 1%. Also in the 
calculation with the assumption of T~ = T e in the SOL, the 
probability becomes also less than 1%. This result indi- 
cates that the impurity shielding is sensitive to the ion 
temperature profile near the divertor plate. 

The impurity ions carried above the X-point by the 
thermal force can enter the main plasma through the cross 
field diffusion process. The diffusion coefficient of impu- 
rity ions was evaluated. The ionization time of C ÷, which 
is typically < 10 -s  s near the plate, is shorter than the 
diffusion time (~'diff > 10 5 s for mean displacement of 1 
cm for the expected value of D l < 5 me/s) .  Indeed, Fig. 
1 l(a) shows that the C II line radiation profile is insensi- 
tive to the diffusion process. On the other hand, the 
ionization time of C 2+ and C 3÷ is comparable to the 
diffusion time, therefore the C IV line radiation profile 
reflects the diffusion process, as shown in Fig. 1 l(b). The 
comparison with the measurement indicated that the diffu- 
sion coefficient was around 1 m2/s .  The probability of 
penetration into the main plasma was found to change a 
little from 18% to 14% by variation of D ±  = 0.5-5 m2/s  
in the SOL. However, it should be noted that the impurity 
core content is governed by influx from the SOL and 
transport ( D ±  and Vpinc h) in the main plasma. The impu- 
rity transport in the main plasma is very important for the 
core contamination, but is out of the scope of this paper. 
This issue was addressed in review papers [16,37,71,72]. 
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Fig. 11. (a) C I1 line intensity profiles in the divertor area. The 
calculated profiles were insensitive to the diffusion coefficient 
D± in the range of 0.5-3 m2/s. (b) C IV line intensity profiles 
calculated with various values of D±. The comparison with the 
measurement (closed circles) indicated that the diffusion coeffi- 
cient was around 1 m2/s (taken from simulations of a JT-60U 
low density plasma with IMPMC [29]). 

X-Point Down 
6 . . . . . . . . .  ' . . . . . . . . .  ' . . . . . . . . .  ' . . . . . . . .  

. 

-20 -10 0 10 20 
Toroidal Distance (cm) 

. . . . . . . . . . .  X - P o i n t  U p  . . . . . . . . . . . . .  

> o o :'7 . . . . . . . . . . . . . . . . . . . . . . . . . .  1 
-20 -10 0 10 20 

Toroidal Distance (cm) 

Fig. 12. Spatial distribution of C II intensity during methane gas 
puffing at inner-wall midplane observed with a CCD camera 
located outside midplane vessel. The density of C + ions was 
clearly shifted along a magnetic field line toward the target plates 
in upper and lower X-point discharges (taken from Alcator C-mod 
experiments [74]). 

The parallel flow of carbon impurities towards the 
divertor plate at the midplane was directly observed in the 
Alcator C-mod tokamak [73,74]. Fig. 12 shows the spatial 
distribution of the C II intensity during methane gas 
puffing from the inner wall midplane observed with a 
CCD camera. The density of C ÷ ions is clearly shifted 
toward the divertor plate. From this displacement, the flow 
speed of impurities was found to be typically 1.2 X 104 
m / s ,  corresponding to Mach number of 0.3 with electron 
temperature of 20 eV. The existence of such a high flow 
speed at the upstream in high density discharges (h e = 
1.5-2 X 10 20 m 3) without pumping is a very encourag- 
ing result for impurity retention in future tokamaks. The 
density in the SOL (n s ~ 2 X 1019 m -3) was relatively 
low compared to the main plasma density. If the low 
density in the SOL or the device size is essential, it might 
be difficult to obtain high flow speed in ITER with n s ~ 8 
X 1019 m 3. The measurement of flow velocity in large 
tokamaks, such as JET and JT-60U, is strongly desired. 

5. I m p u r i t y  c o n t r o l  

Several methods for impurity control to retain impuri- 
ties in the divertor region, to enhance the divertor radia- 
tion, and to reduce the impurity content in the main 
plasma, have been proposed. Applying some methods to 
experiments, good results have been obtained, for exam- 
ple, by means of divertor biasing and ergodic divertor. 
Such experimental results are not discussed in this paper, 
which are described in review papers [65,75], respectively. 
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In this section, we discuss the optimum impurity species 
for enhancing divertor radiation, impurity control by gas 
puffing and divertor pumping, and optimization of divertor 
geometry for impurity shielding. 

5.1. Species of  impurity puffing 

It has been widely recognized that impurity injection is 
needed to obtain the radiative divertor. Integrating the heat 
conduction equation including impurity radiation along the 
field line in the SOL, the impurity condition required to 
obtain the detached plasma was derived analytically [76]. 
The criteria of the impurity fraction were investigated for 
Be, C, Ne and Ar. The impurity radiation is significantly 
enhanced by the recycling and charge exchange recom- 
bination compared with that for a coronal equilibrium. 
Thereby it may be possible to achieve the heat exhaust 
required in ITER. The simple analysis also showed that 
argon has the highest loss rate, but the allowed fraction is 
the smallest among the four impurities. For the choice of 
impurity species, there are two important factors to be 
taken into consideration: enhancement of edge radiation, 
and avoidance of core radiation and fuel dilution. The most 
effective radiator was found to be neon in this simple 
analysis. On the contrary to the expectation, the lowest 
dilution in the core plasma was achieved in the discharge 
with argon puffing in JET [7]. The radiation profile de- 
pends not only on electron temperature but also on the 
transport in the main plasma and the SOL, and the recy- 
cling condition at the target plate and wall. Such effects 
lead to the difference between the simple analysis and the 
experimental result. An index for estimating the effective- 
ness as a radiator provides us useful information about 
choice of impurity puffing. One of such indexes for esti- 
mating the optimum radiation profile both at the divertor 
plasma and the main plasma may be the parameter of 

/ ) d i v +  SOL are radiation • pdiV+rad SOL/,/pmainrad , where Prar~ ain and • rad 

inside and outside the separatrix, respectively. In terms of 
this parameter, the highly radiating discharges with Ne, Ar 
and N 2 injections were compared for ASDEX-U [77]. The 
most favorable (i.e., high) value was obtained in the 
discharge with N 2 puffing. Also, the radiation profile 
strongly changes depending on attached or detached condi- 
tion. JET, for example, reported that the ratio of divertor 
radiation to bulk radiation, Ddiv/Dmain decreases from • rad / •  tad , 

1.3 in an attached plasma to ~ 1.4 in a detached plasma 
[3]. 

To investigate the possibility of applying the impurity 
injection scenario to ITER, the scaling study for the rela- 
tionship between Zef f and Praa has just been started by 
Matthews et al. [78]. According to this scaling based on 
the experimental results from Alcator C-mod, ASDEX, 
ASDEX-U, Dill-D, JT-60U, the prediction of Zef f for 
ITER was 1.6, which is not far away from the ITER 
requirement of Zefe < 1.2 excluding the contribution from 
He ash. In fact, the ITER requirement was within the 

scatter of the existing data. The scaling showed a weak 
dependence on Z (Zef r -  l cc Z°'19Praa). In the scaling 
study for this Z dependence, more careful choice of data 
points may be needed and collection of new data for 
various injection species is strongly called for. Since the 
fuel dilution is the most severe condition for ITER rather 
than the radiation in the main plasma, the dependence of 
addit ional  radiated power  per Zef ¢ increment  

A,Ddiv+SOL+edge is the ,( ~A ,DraddiV + SOL + e d g e / A  Z e f f  ' where ~ ,  rad 

increase in radiation power excluding the core by impurity 
injection) is more important for choice of impurity species. 

5.2. Enhancement of  plasma flow by puff and pump 

One means of impurity retention is to enhance the 
plasma flow by injecting D 2 gas into the upstream SOL 
and pumping the D 2 gas from the divertor region simulta- 
neously. The effect of plasma flow on core impurity 
content was first demonstrated in Doublet-III discharges 
with puff and no active pump (but effective wall pumping) 
[79], followed by the puff and pump experiment in DIII-D 
[80,81]. Similar experiments were performed on JET [82] 
and ASDEX-U [83,84] and recently, again on DIII-D [85]. 
JET reported that the plasma flow induced by fueling and 
pumping showed little influence on the core concentration 
of neon impurity, independently of the impurity puff loca- 
tion: at the top of the plasma or into the divertor [82]. A 
plausible explanation was that neutral leakage from the 
divertor region showed a stronger effect on the SOL 
plasma flow than fueling ( ~  5% target flux), indicating 
that neutral leakage must be suppressed with a closed 
divertor to distinguish the effect of puff and pump. In both 
DIII-D and ASDEX-U experiments, the core impurity 
contents were reduced by puff and pump, but the explana- 
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Fig. 13. Schematic diagram and analysis results of the puff and 
pump experiment in DIII-D. Central Ar density nAr(COre) and 
effective confinement time of Ar, defined as ~'Ar = (number of Ar 
ions in plasma)/(Ar atom puff rate), are evaluated with MIST 
code (taken from DIII-D experiments [81]). 
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tions of improved impurity retention were different. This 
crucial issue is also discussed in a review paper by Bosch 
et al. [86]. 

Fig. 13 shows the schematic diagram of the puff and 
pump experiment in DIII-D [81]. Argon was puffed either 
into the private region or near the top of the plasma. The 
argon transport was investigated by comparing the dis- 
charges with and without strong deuterium puffing and 
pumping. The argon densities were evaluated from com- 
parison of the measured and calculated Ar line intensity 
with the 1D impurity fluid code (MIST) [87]. In discharges 
with puffing and pumping, the central argon densities were 
found to be significantly reduced by a factor of 20 or 10, 
depending on the location of gas puffing. The reduction in 
the core impurity content by D 2 puffing was considered to 
be attributed to the enhancement of the plasma flow in the 
SOL. It should be noted that the core plasma parameters 
and the ELM activity were changed by strong puffing. 
Since such changes affect impurity transport in the periph- 
ery of the main plasma, it is difficult to determine which 
effect played an essential role on the reduction of impurity 
content. 

In ASDEX-U, the exhaust rate for Ne and Ar was 
found to depend strongly on the neutral gas density in the 
divertor [83,86,88]. However, the good impurity exhaust 
was considered not to be attributed to the upstream plasma 
flow induced by external gas puffing, rather to the high 
divertor neutral gas density. To separate the effects of the 
divertor neutral density and the plasma flow, another ex- 
periments with the neutral gas density kept constant by 
feedback-controlled puffing were performed [84]. In these 
discharges with almost the same plasma profiles in the 
SOL, the identical impurity retention was obtained, despite 
the different pumping speed by a factor of ~ 4. These 
experimental results concluded that the impurity retention 
depended mainly on the divertor neutral gas density, little 
on the external D 2 puffing, in contrast to DIII-D conclu- 
sion. Recently TdeV also obtained a similar result, show- 
ing impurity compression improved with increasing diver- 
tor neutral pressure [89]. A simulation analysis with B2- 
EIRENE code was carried out for exhaust experiments in 
ASDEX-U and successfully reproduced the dependence of 
compression factor for He and Ne on neutral flux density 
[86,90]. It was found that the plasma flow in the divertor 
region was enhanced by internal recycling near the target 
and the recirculation in the divertor chamber with increas- 
ing the divertor neutral gas density, and that this enhanced 
plasma flow increased the impurity retention in the diver- 
tor. 

What caused the difference between the DIII-D results 
and the ASDEX-U results? The ASDEX-U results indicate 
that the upstream flow externally induced has little effect 
but the flow in the divertor region plays a significant role 
on the impurity retention. The upstream plasma flow be- 
comes less important in a high density and high tempera- 
ture SOL because of the high shielding effect. In fact, the 

SOL parameters of ASDEX-U are n e = 5 X 1019 m 3, 

T e = 100 eV [84], while those of DIII-D are ne = 1.5-2 X 
l019 m -3, T e = 40 e g  [85]. Besides, the following differ- 
ence can cause the different results: the geometry effect, or 
the plasma confinement mode (H-mode with Type I ELMs 
versus CDH-mode with Type III ELMs), or the location of 
the impurity gas puffing (private region versus outer mid- ' 
plane of the main chamber). As for the confinement mode, 
recent ASDEX-U results observed no clear difference in 
decay rates of He for H-mode and CDH mode discharges 
[91]. In addition, Alcator C-mod reported that the core 
density of recycling impurities (such as Ar and Ne) was 
independent of the poloidal position of injection [64]. 
Therefore, an alternative explanation is that the effect of 
the externally induced plasma flow might be masked by a 
large neutral leakage from the ASDEX-U divertor because 
of open divertor configuration, as pointed out in the JET 
experiments [82]. To conclude the effect of puff and pump 
on the plasma flow, more experiments with direct mea- 
surements of the plasma flow in the upstream region and 
the divertor region are needed. 

Recently, divertor exhaust enrichments were measured 
more directly in DIII-D [85]. The exhaust enrichment 
factor was defined by 

~ ., div . /  . -,main 
T~exh = ( P N e / Z p D : )  / I ,  nNe+~O/ne) , (4) 

where Ne +10 was measured by absolutely calibrated charge 
exchange recombination spectroscopy. The experimental 
results showed that D 2 puff into the SOL with pump 
increased the Ne exhaust enrichment factor by 2-3  times 
compared to the discharge without pump or the discharge 
with D 2 puff into the private region with pump. It was 
confirmed again that the upstream plasma flow is impor- 
tant for impurity enrichment in the DIII-D divertor. 
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Fig. 14. Poloidal variation of neon density calculated with 
EDGE2D for planned JET divertor (MARK IIGB). Neon impuri- 
ties injected uniformly from the walls. They were retained in the 
divertor with the plasma flow induced by deuterium puffing and 
pumping near the targets, as shown by thick solid line. The 
albedoes at the inner and outer divertor box were 92% and 45%, 
respectively (taken from JET puff and pump simulations [92]). 
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Fig. 15. Radiative divertor concept for ITER. To retain impurities 
in the divertor (as shown in the top figure), the friction force must 
be balanced at least with the maximum of thermal force in the 
radiation zone (as shown in the bottom figure). The middle figure 
shows the plasma parameters. From this force balance, the re- 
quired fuel gas flow rate was evaluated (taken from in Ref. [93]). 

The puff and pump experiments on the planned JET 
divertor (MARK IIGB) were simulated using the EDGE2D 
code [92]. Neon was injected uniformly from the walls. 
Fig. 14 shows the poloidal variation of neon density. 
Without an induced plasma flow, injected neon was accu- 
mulated near the SOL midplane. When the plasma flows 
were induced by deuterium puffing into the upstream SOL 
and pumping near the targets, the neon impurities were 
remarkably retained in the divertor. 

falloffs of the density and temperature profiles. The re- 
quired fuel gas flow rate evaluated (A?cx TiS/Z/IT, where 
1 x is the ion temperature gradient scale length) was 800 Pa 
m~/s  for reasonable operating point of T i = 100 eV and 
Ix, ~ 1 m. Excessive gas flow causes new serious prob- 
lems, that is, tritium inventory and sputtering by charge 
exchange neutrals. Since an acceptable value is about 200 
Pa m3/s ,  the value of 800 Pa m3/s  appears to be impracti- 
cable. However, the analysis with 1D model shows that 
neutral recirculation inside divertor region could reduce 
the required fuel flow rate to 40 Pa m3/s  [94]. Further 
simulation analysis with 2D divertor code is needed to 
investigate the feasibility. 

5.4. Effect of diuertor geometo, 

Experiments with strong gas puffing of deuterium and 
light impurity have been widely performed to obtain a 
strong radiative divertor. However, the energy confinement 
and /o r  the core plasma purity have been degraded by the 
back flow of neutral particles and /o r  impurities into the 
main plasma. In order to achieve high performance of the 
main plasma with strong radiative divertor, such a back 
flow must be suppressed by closing the divertor with 
baffles and domes. Therefore, a divertor modification to a 
closed divertor has been accomplished on Alcator C-mod 
and is being planned on ASDEX-U, DIII-D, JET and 
JT-60U. 

For a variety of baffle geometry in the planned AS- 
DEX-U divertor, the effect of baffle on the plasma flow 

5.3. Fuel gas flow required in ITER 

Although not all the experiments have confirmed that 
the plasma flow upstream induced by puff and pump can 
improve the impurity retention, simulations have clearly 
demonstrated its effects. Stambaugh evaluated the thel gas 
flow required to retain impurities in ITER from simple 
consideration [93]. Fig. 15 illustrates the radiative divertor 
concept. Most of the power from the upstream is removed 
by the impurity radiation, in a region from 0.5 m to 1.5 m 
below the X-point. The electron and ion temperatures 
decrease to less than l0 eV at the end of the radiation 
zone, and an ionization front is located there. Below this 
front, the plasma momentum is removed by charge ex- 
change with neutrals. The remaining power or momentum 
impinging on the target plates is too small to cause serious 
damage or erosion. 

To retain impurities in the divertor, the friction tbrce 
must overcome the thermal force everywhere. The friction 
force must be balanced at least with the maximum of 
thermal force in the radiation zone. The parallel flow 
Fill = niVll was roughly evaluated from the force balance 
equation, m I u z V I I  = 2Z2VJi  . To obtain the total flow, /'i It 
was integrated across the SOL assuming exponential 

. . . .  k / '  ' / 
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~ - 1 . 4  
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Fig. 16. Birth positions of C + ions dissociated from methane, (a) 
in the open divertor (without a dome), and (b) in the W-shaped 
divertor (with a dome). Methane is released from the private 
region by charge exchange neutrals. Note that the dome drastically 
suppressed the production of carbon impurities around the X-point 
(taken from simulations for new JT-60U divertor [99]). 
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was recently investigated with the B2-EIRENE code 
[95,96]. The private flux baffle suppressed the flow rever- 
sal, but its influence was found to be very small on the 
impurity retention. This result may be consistent with the 
previous analysis of DIVIMP, showing the flow reversal 
did not enhance the back flow of impurities sputtered at 
the target [97]. 

JT-60U has a plan to modify the present open divertor 
to a new semi-closed divertor with a dome [70,98]. In an 
open divertor, chemically sputtered carbons from the pri- 
vate region were found to enhance the radiation around the 
X-point, and possibly lead to an X-point MARFE [43]. The 
shielding effect of a dome was investigated with the 
IMPMC code [99]. Methane is sputtered due to chemical 
sputtering by charge exchange neutrals. The neutral flux 
onto the wall was calculated by a 2D neutral transport 
code to evaluate the methane outflux. In the divertor 
without a dome, methane outflux spread over the private 
region, while in the divertor with a dome, they were 
confined to the lower region near the target plates. Then 
dissociation processes were simulated with the IMPMC 
code. Fig. 16 shows the birth positions of C ÷ ions from 
methane for the divertor with and without the dome. 
Generation probability of C + ions from methane was 
reduced from 43% to 25% by the dome. It should be noted 
that the dome drastically suppressed the carbon impurity 
flux around the X-point. As a result, the radiation near the 
X-point was reduced by a factor of ~ 2. Furthermore, the 
temperature dependence of the radiation was found to have 
the opposite sign. The radiation for the case without the 
dome increased with decrease of T e. On the other hand, in 
the divertor with the dome which suppressed impurity 
influx into the upstream SOL, the radiation decreased with 
T e reduction, suggesting that the dome is effective in 
stabilization of a MARFE caused by chemically sputtered 
carbon impurities. This interesting result should be con- 
firmed with a self-consistent modelling of the divertor 
plasma and impurity transport. 

6. S u m m a r y  

Recent advances in diagnostics and simulation codes 
have allowed significant progress in understanding of the 
impurity production and transport in SOL and.divertor. 

- The assumptions used in fluid models, i.e., instanta- 
neous thermalization of impurity ions and simplified evalu- 
ation of self-sputtering outflux, are examined with a l D  
Monte Carlo code. In high density plasmas, impurity ions 
with low charge states become dominant in ions returning 
to the target plates. Since the assumptions can not be 
applied for such ions, impurity flux into the main plasma is 
overestimated in fluid models. 

- The production mechanism of carbon, which is the 
dominant impurity in most of the present tokamaks with 
carbon divertor plates and /o r  walls, has been investigated 
extensively. It was found that in the low recycling divertor, 

physical sputtering and self sputtering are the main causes 
of carbon generation. It is confirmed that chemical sputter- 
ing from the wall and /o r  the target plates becomes domi- 
nant in carbon production mechanism in high recycling 
and detached divertor plasmas. 

- The efficiency of dissociation to carbon ions from 
methane strongly depends on the location of sputtering, 
that is, only 10% at the target plates and 50% for methane 
sputtered by charge exchange neutrals hitting the private 
wall. The small efficiency at the target results from prompt 
redeposition of molecular fragments, which implies that 
the chemical erosion of target plates is effectively small. 

- The wall source is found to contribute to the core 
impurity content because of a large penetration probability. 
Influx of the wall source into the main plasma can be 
suppressed by a high density and high temperature SOL 
plasma. 

- Impurity retention in the divertor is determined basi- 
cally by the balance between the thermal force and the 
friction force. From the measured C IV radiation profile, 
the impurity diffusion coefficient was evaluated as ~ 1 
m2/s  in JT-60U L-mode low density plasma. 

- One of the most promising methods for impurity 
control is to enhance the plasma flow with gas puffing and 
pumping. In puff and pump experiments in DIII-D and 
ASDEX-U, impurity retention in the divertor was im- 
proved. However, which effect is more effective for impu- 
rity retention, the upstream plasma flow induced externally 
or recirculation of neutrals in the divertor chamber, is still 
an open question. Direct measurement of the plasma flow 
is needed to resolved this crucial issue. 

- Methane sputtered from the private region is found to 
enhance the radiation around the X-point in an open 
divertor, and has a possibility to cause an X-point MARFE. 
A dome to close the private region effectively suppresses 
the carbon impurity flux into the upstream SOL and the 
temperature dependence of its radiation power becomes 
favorable to thermal stability (6Pra a < 0 for 6 T  e < 0), sug- 
gesting that the dome is effective in stabilization of a 
MARFE caused by chemical sputtering. 
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